Tutorial #S1: Getting Started with LG-Syntax™

DemoData = 'conjoint.sav'

This tutorial introduces the use of the LG-Syntax module, an add-on to the Advanced version of Latent GOLD. In this tutorial we utilize the data which was also used in ‘Tutorial #3: LC Regression with Repeated Measures.’

The Goal

Since it is quite easy to setup a GUI model in Latent GOLD using the LG4.5 Windows Menu system, it is often useful to begin with a GUI model containing the basic elements of the desired syntax model. This GUI model can then be converted to an initial syntax model automatically using the ‘Generate Syntax’ option from the ‘Model’ menu. The goal of this tutorial is to illustrate this process, as well as show how to modify LG-Equations to obtain additional models.

In this tutorial we will:

➢ Introduce the use of LG-Syntax
➢ Show how the LG-Syntax can be generated from a GUI model
➢ Examine the Equations section of the LG-Syntax
➢ Modify the LG-Equations to specify a different LC regression model
➢ See how parameter restrictions may be specified in different ways using the syntax

We will reuse the data from ‘Tutorial 3: LC regression with Repeated Measures’ in this tutorial. While the data were generated under the assumption of the ordinal logit model, for simplicity in introducing the equation section of the LG-Syntax we will treat the dependent variable as continuous rather than ordinal, so that the models obtained are LC (linear) regression models.

The Data

The data for this example are obtained from a hypothetical conjoint marketing study involving repeated measures where respondents were asked to provide likelihood of purchase ratings under each of several different scenarios. A partial listing of the data is shown in Figure 1-1.
As suggested in Figure 1-1, there are 8 records for each case (there are 400 cases in total); one record for each cell in this 2x2x2 complete factorial design of different scenarios for the purchase of a product:

- **FASHION** (1 = Traditional; 2 = Modern)
- **QUALITY** (1 = Low; 2 = High)
- **PRICE** (1 = Lower; 2 = Higher)

The dependent variable (**RATING**) is a rating of purchase intent on a five-point scale. The three attributes listed above will be used as predictor variables in the model. We will also include the two demographic variables as covariates, in a second model.

- **SEX** (1 = Male; 2 = Female)
- **AGE** (1 = 16-24; 2 = 25-39; 3 = 40+).

**Using a GUI Example to Setup the Syntax Model**

- Navigate as in Figure 1-2 to open the Example tutorial #3 GUI model named ‘3-class Regression Model’.
As shown in Figure 1-3, the Outline pane contains the name of the data file along with the previously saved model(s). The Contents Pane (currently empty) shows the contents of selected model output.

Figure 1-3: Outline and Contents Pane

- Double click to open the Analysis Dialog Box for this model.

For reasons explained earlier in “The Goal” section, we will now change the scale type from Ordinal ("Ord-Fixed") to ‘Continuous’ to specify a (3-class) linear regression model.

- Right click on the dependent variable ‘rating’ to view the available scale types
- Select ‘Continuous’ (see Figure 1-4)
Select ‘Estimate’ to estimate this gui model

A Warning Message appears alerting you to the fact that the dependent variable contains fewer than 20 values.

Select ‘OK’ to estimate the linear regression model anyway, despite the small number of values for the dependent variable.

Click on ‘Parameters’ to view the Parameters output in the Contents Pane (see Figure 1-5)
Right click to retrieve the popup menu (shown above) and select ‘Std Errs & Z’ to display these statistics. Notice that the regression coefficient for FASHION is not significant for class 3 (as highlighted in Figure 1-6, |Z| < 2).
- Double click on the model name ‘3-class Regression Model’ or the new model named ‘Model2’ to re-open the Analysis Dialog Box (the new model is a copy of the last estimated model).
- Click on ‘Model’ to open the Model Tab.
- Right click on the ‘3’ associated with the FASHION coefficient for latent class 3, and select ‘No effect’ from the Pop-up menu to restrict this effect to 0 (see Figure 1-7).
- Click Estimate to estimate this restricted model.

Figure 1-7: GUI Model Tab
Click on the model name (‘Model2’) to select it, click again to enter the edit model, and type ‘3-class restricted model’ to rename it (see Figure 1-8).

To generate the syntax specifications for all models listed in the Outline Pane for the Conjoint.sav file:

- Select the file name ‘Conjoint.sav’
- From the Model Menu, select ‘Generate syntax’

A separate (new) syntax tree appears above the GUI tree as shown in Figure 1-9, similar to the appearance when you open a different dataset in the GUI. Note that the GUI model names are preserved in the syntax. The first of these models, the unrestricted model, is highlighted and the syntax specifications for it appear in Contents Pane. It can be edited.
At the bottom of the syntax three equations appear, each ending with a ‘;’. The special keyword ‘1’ denotes the intercepts.

- The first equation corresponds to the Model for the Classes, which contains only the intercepts. These intercepts are logit parameters, which yield the class size probabilities.

- The second is the linear regression equation with terms separated by ‘+’, coefficients to be estimated for each such term. The skeletal structure of this model is expressed by ‘rating = 1 + fashion + quality + price’, with conditional effects (‘| Class’) specified for each effect. ‘Conditional effects’ means that separate coefficients are estimated for each latent class.

- The third equation specifies that separate error variances are estimated for each class.

### Estimating a Syntax Model

To estimate this model:

- From the Model menu choose ‘Estimate’

or, you may also select the on the toolbar

Upon completion of the estimation, the log-likelihood (LL) appears in the Outline Pane to the right of the model name (see Figure 1-10), and the syntax and output listings appear as separate entries in the expanded syntax tree. The model output listings in this expanded syntax tree appear somewhat differently than in the corresponding version of the expanded GUI tree (recall Figure 1-5):

- The syntax statements appear as an additional entry named ‘syntax’
- The ProbMeans output is named ‘ProbMeans-Posterior’ to distinguish it from other versions of the ProbMeans that are available in the syntax.
- The Estimated Values output is named ‘EstimatedValues-Regression’ to distinguish it from other versions of the Estimated Values that are available in the syntax.
- The Bivariate Residuals output appears as an additional entry because it is available (by default) in the syntax but not available at all in the GUI for regression models.

The equivalence of the unrestricted models estimated from the syntax and GUI can be confirmed by comparing the LL values and verifying that they are equal (LL = -4673.173).

Select ‘Parameters’ to view the Parameters output in the Contents Pane

Notice that the Parameters output is formatted differently than the GUI. Among the differences, a p-value column is present in the syntax output, showing that the Z-value of -1.3 (highlighted in Figure 1-10) is not significant at the .05 level (p=.18).

**Figure 1-10: Syntax Parameters Model Output**

Unlike the results from a model estimated in the GUI, the latent classes in an unrestricted syntax model will not necessarily be ordered from high to low. Figure 1-11 (below) shows that in this particular run, latent class 2 is the largest class, while class 1 is the second largest. If we estimated the model again, the ordering may be different.

To view the classes sizes:

Select ‘Profile’ in the syntax tree.
Restricting Certain Effects to be Zero or Class Independent

The syntax allows substantial flexibility in placing restrictions on the model parameters. To view the specification generated automatically from the restricted GUI model:

- Select the model name ‘3-class restricted model’

The syntax appears in the Contents Pane.

Notice that an additional equation appears that embodies the parameter restriction. B1(3) = 0 states that the parameter B1 for latent class 3 is set to 0. The B1 coefficients are defined in the regression equation by adding ‘(B1)’ as part of the conditional effect term for the predictor FASHION. This defines 3 B1 parameters, one for each class. These parameters are referenced as B1[1], B1[2] and B1[3]. By restricting B1[3] = 0, this serves to define latent class 3 as the one for which the B1 effect is zero.

To estimate this model,

- select on the toolbar
- Select the data file name to see how the models compare.
The restricted model has one fewer parameter (Npar = 16 vs. 17 for the unrestricted model), is preferred according to the BIC (9444 vs. 9448) and both models have an $R^2 = .60$.

- Select ‘Profile’ to view the class sizes:

The Figure above shows that the largest class is now the first class. If we re-estimated this restricted model again, classes 1 and 2 may be reversed, but class 3 will remain as class 3 because of the restriction. Comparing the Parameter output between the 2 models, you will find that the parameter estimates did not change much, if you keep in mind that the ordering of the classes may have changed.

- Select ‘EstimatedValues-Regression’ to view the expected ratings.

The Figure above shows that the largest class is now the first class. If we re-estimated this restricted model again, classes 1 and 2 may be reversed, but class 3 will remain as class 3 because of the restriction. Comparing the Parameter output between the 2 models, you will find that the parameter estimates did not change much, if you keep in mind that the ordering of the classes may have changed.
Since the ratings for class 3 are not affected by FASHION, we see that the expected rating for this class is the same when evaluating Traditional vs. Modern shoes of the same PRICE and QUALITY. This is not the case for classes 1 or 2.

**Inclusion of Covariates in Model**

Next, we will expand the model for the classes to include the covariates. Main effects for the covariates could be specified in the GUI, and a syntax model could have been generated as before. But here, we will use the syntax to specify both main effects and interaction effects for the covariates.

- Select ‘Model 3’ to view a copy of the syntax for the 3-class restricted model in the Syntax Editor.
- Scroll down to the Independent Variables Section.
- Type ‘age, sex’ to include the covariates AGE and SEX as additional independent variables (see Figure 1-16B). Alternatively, if you right click in the Contents Pane, you can retrieve a list of data file variables from which you can select the covariates and the variable names will be copied to the syntax (see Figure 1-16A).
- Type ‘+ age + sex + age sex’ to include the main effects and interaction effect of the covariates in the model for classes.
- Select the toolbar to estimate this model.

**Figure 1-16A: List of Data File Variables**

**Figure 1-16B: Including Covariates in Syntax Editor**

**Figure 1-16C: Including Main and Interactive Effects of Covariates**

- Select ‘Model 4’ to view a copy of the syntax for the last model estimated.
- Scroll down to the Model for classes.
- Remove the interaction effect.
- Select the toolbar to estimate this model.
- Select the data file to compare all models.
According to the BIC, both Models 3 and 4 are preferred over the models without these covariates. Model 4 provides the best fit suggesting that the interaction effect is not significant.

- Select ‘Parameters’ for Model 4 to display the Parameters output for this model.

Note that the covariates AGE and SEX are both significant in the Model 4.

- Select ‘Bivariate Residuals’ for Model 4 to display these statistics.
Note that the BVRs for both covariates are small, suggesting that the assumption that the relationship between the covariates and dependent variable is explained by the latent classes. The BVRs are not available in the GUI for regression models. If one or more of these BVRs were large, the covariate(s) with the large BVRs could be included also as a predictor in the regression model.

Figure 1-19: Bivariate Residuals – Regression Display for Model with Covariates